	Title
	All RAID Disks Blinking During Initialization

	Ext/Int 
Reference #
	1209614204

	Version
	RSTe_5.0.0.2192

	Issue  Description
	On a Linux system, the fault LED will blink on all RSTe managed RAID volume member disks when the RAID volume is in initializing status. This is inconsistent with Windows VMD LED behavior. 
The planned behavior change is to not have these LEDs blink during initializing state and to have a unified LED behavior across SATA to VMD and RSTe 4.x to 5.x products.

	Workaround 
	Fixed in Intel RSTe SATA Windows 5.1 PV to match the Linux behavior



	Title
	Unable to Install RHEL 7.3 GA Workstation with RSTe 5.0 ISO 

	Ext/Int 
Reference #
	116252/

	Version
	RSTe_5.0 PV Release

	Issue  Description
	If you try to install RHEL 7.3 GA Workstation with RSTe 5.0 ISO package and 'Development and Creative Workstation -> Additional Development' package set has been selected, installation fails with an error

	Workaround 
	Fixed in Intel RSTe Linux 5.1 PV



	Title
	[2017_WW13 BKC][BIOS:128.R08][Neon city FPGA]System cannot enter S4 on VMD Raid mode.

	Ext/Int 
Reference #
	5346049

	Version
	Intel RHEL7.3 Linux 5.0 PV release

	Issue  Description
	RAID 1 Cannot enter into S4 when VMD is enabled

	Workaround 
	 Fixed in Intel RSTe Linux 5.1 PV



	Title
	(Manual Migration) R0 to R5 migration broken for arrays with non-aligned size

	Ext/Int 
Reference #
	5346049

	Version
	Intel RHEL7.3 Linux 5.0 PV release

	Issue  Description
	mdadm fails to add disks to RAID or to migrate from RAID 0 to RAID 5 for certain array sizes.

	Workaround 
	 Fixed in Intel RSTe Linux 5.1 PV




[bookmark: _Toc480885336]Hot plug limitations
1. After upgrading to BIOS 94._D6, or newer, and hot plug is enabled, issues may occur when an external Graphics card is plugged into a PCIe slot other than Slot 8. Workaround:
Put the external graphics card on Slot 8 with hot plug enabled. It is possible that this same issue is manifested in a different way for different OS 
Use the internal graphics. 
2. Removal or insertion of PCIe NVMe SSDs while in S4 is not supported 
3. S3 power state will only be supported on Purley workstation platforms

[bookmark: _Toc480885337]Limitations on Platforms with Intel QS Lewisburg PCH
The following workaround is necessary when installing RHEL7.3 for these platforms. There are several Bugzilla issues listed for "QAT" as well as open issues related to Purley that are scheduled to be fixed in RHEL 7.4 and 7.3.z (z-stream/BU). 

When installing RHEL7.3, the installation must be edited by appending the following:
	modprobe.blacklist=qat_c62x
[bookmark: _Toc480885338]RAID WRITE HOLE Policy Selection Limitations
Linux supports only the Distributed PPL policy option. When creating a RAID 5 in UEFI or Windows environment, user is allowed to choose between Distributed PPL, and Journaling RAID WRITE HOLE Policies. For Linux RAID 5, to support the RAID WRITE HOLE, choose the Distributed PPL policy option only. 
[bookmark: _Toc480885339]Updating to RHEL 7.3 Business Update
On platforms that are utilizing Intel VMD and Intel VROC functionality, prior to applying the RHEL 7.3 BU updates, the Intel VROC updates included in this package must be applied.
[bookmark: _GoBack]The system will not boot if VMD is enabled before the updates are applied.
